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Universiti Kebangsaan Malaysia, 43600 Bangi, Malaysia 

Abstract:  This paper presents literature reviews that show variety of techniques to develop parallel feature 
extractor and finding its correlation with noise reduction approaches for low light intensity images. Low light 
intensity images are normally displayed as darker images and low contrast. Without proper handling techniques, 
those images regularly become evidences of misperception of objects and textures, the incapability to section 
them.  The visual illusions regularly clues to disorientation, user fatigue, poor detection and classification 
performance of humans and computer algorithms. Noise reduction approaches (NR) therefore is an essential step 
for other image processing steps such as edge detection, image segmentation, image compression, etc. Parallel 
Feature Extractor (PFE) meant to capture visual contents of images involves partitioning images into segments, 
detecting image overlaps if any, and controlling distributed and redistributed segments to extract the features. 
Working on low light intensity images make the PFE face challenges and closely depend on the quality of its pre-
processing steps. Some papers have suggested many well established NR as well as PFE strategies however only 
few resources have suggested or mentioned the correlation between them. This paper reviews best approaches of 
the NR and the PFE with detailed explanation on the suggested correlation. This finding may suggest relevant 
strategies of the PFE development. With the help of knowledge based reasoning, computational approaches and 
algorithms, we present the correlation study between the NR and the PFE that can be useful for the development 
and enhancement of other existing PFE.  

Keywords: Image processing system; parallel feature extraction; image noise reduction; knowledge based reasoning. 
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INTRODUCTION 

The low light intensity images require definite attention due to image noises that avoid quality of 
inspection.  The difficulties occur while doing image processing such as segmentation, object 
identification, feature extraction and classification [1-3]. The difficulties may various from lower gray 
degree of certain image section, noise ratio and poor signal [2-6]. The contrast enhancement technique is 
one of the proposed developments to improve the quality of images and resolve image noise reductions 
respectively. By having better quality of images may increase the accuracy of feature extraction processes.  
Working with noise reduction (NR) processes reveals working with numerous errors. Since images with 
noises do not capture the real scene hence noise reduction is a prime step to do. Determining type of noises 
that corrupting the images may submit the type of filters to be used, for example linier filters are unable to 
eliminate impulse noise due to blurring process on the edge of images. As such, it is better to use nonlinear 
filters to handle impulse noises [6-7].  

The source of noises may be generated from devices such as scanners towards scanned images and 
other processes that involve image transmission either via satellite or wireless connection and conversion to 
digital images. Those errors may occur as a result of poor image signal [7-8].  

The performance of NR techniques may influence the feature extraction (FE) processes and give 
significant impact in the overall efficiency and accuracy of the application. Enhanced images may reduce 
processing time towards series of image processes. The capability of NR techniques to eliminate various 
noises such as repetitive noise, or non-uniform lightning and blurred images due to camera motion may 
ease the job of image analysis. Image analysis attempts to perform background enhancement of segmented 
images to identify and describe objects in term of its size, shape, color and texture [8-9].  

The idea of increasing speed upon image processing systems has been suggested by many previous 
researches. With the aids of current computer architecture such as multicore processors and GPGPU 
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machines, image processing system can be accomplished in parallel environment in which the images will 
be divided into smaller sub-images and process them concurrently. With this acceleration, the huge data 
images such as satellite images, medical images, agriculture images and others can be conducted in timely 
manner, more reliable and effective [10-11].  

A robust FE may be supported by robust NR technique [12-13]. This impression comes from previous 
works that indicates pre-processing jobs of FE i.e. NR or noise removal has direct influences for a robust 
image enhancement that support feature extraction. The purpose of this research is to study and conduct 
systematic review towards several image processing system literatures to indicate correlation between 
parallel feature extractions (PFE) and noise reductions (NR). The review made based on previous image 
processing applications as stated in TABLE 1.  

The main contributions of this research are: 
 Conduct systematic review on image processing system applications in various different fields.  
 Finding correlation between PFE and NR approach to be implemented towards low light intensity 

images.   
The result of this work is expected to be one of the references for the development of PFE towards low 
light intensity images.  
 

TABLE (1) Previous work examples of image processing in several application fields. 
No Author Year Field of Application Research Scope 
1 Csaba Finta, et al. 2013 Chemical Images Acceleration of parallel algorithm and 

GPU for chemical images. 
2 Preeti Kaur 2013 Computer Science 

(General Images) 
Calculating various parameters in parallel 
algorithm that are implemented by using 
MATLAB. 

3 Sanjay Saxena, et al. 2013 Medical Images Exploration of multi-core architecture to 
accelerate image processing for medical 
images. 

4 A.Fakhri A Nasir, et al. 2012 Agriculture Images Image Analysis focusing on agriculture 
application using parallel and distributed 
image processing. 

5 Eric Olmedo, et al. 2012 Computer Science 
(General Images) 

Parallel computing with point to point 
approach to deal with grayscale, 
brightening, darkening, thresholding and 
contrast change.  

6 G. Bueno, et al. 2012 Histological Images Parallel image processing for high 
resolution images 

7 Tadhg Brosnan and Da Wen 
Sun 

2004 Food Engineering Improving quality inspection of food 
products by using computer vision and 
image processing and analysis. 

 
LITERATURE SURVEY 

 

According to Nixon and Aguardo [9] basic features on images classified as low level and high level 
features. Low level features considered as basic features that are extracted without any shape information 
while high level features are extracted with shape information. The examples of low level feature extraction 
are line detection and corner detection that has been popular in image interpretation because it is 
unresponsive to the overall illumination level. High level features extraction to find shapes of images 
generally use reliable and robust technique either in light or dark. As long as the contrast between shapes 
and background are clear, the shapes are always able to be detected. Based on this literature, both low level 
and high level feature extraction is eligible to be tested on low light intensity images.  

Mythilli and Kavitha [6] proposed several of filtering technique to remove noises that adaptable 
towards color image noises. While a person captures images the possibility of image noise occurs is rather 
high. Image noise is obvious especially when the light entering a digital camera misalign with the sensors. 
Other image noises such as impulse noise may occur during transmission as result of noisy channels used. 
These typical noises are noticeable to human eyes. As impulse noise appears as positive and negative point, 
the positive point obtain larger value that the background while negative point obtain smaller value. The 
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filters therefore are crucial to do as part of NR. Some filters have been suggested such as linear smoothing 
filter, median filter, wiener filter and fuzzy filter. Specifically, this paper focuses on separate action upon 
three primaries color i.e. Red, Green and Blue before then combines to form the colored image. FIGURE 1 
indicates how the approach is being done.  

Kaur [22] described the evaluation towards image processing algorithms implemented on parallel 
platform with the help of MATLAB software. This work presents the result of calculation upon various 
parameters for example the overhead, timing of serial and parallel algorithms, fork-join time, etc. The 
research concludes that parallel computing is able to support the idea of accelerating image processing 
algorithms in acceptable period. This paper have also made some review about suggested parallelization 
techniques for example CAP (Computer Aided Parallelization) that proposed by Gennart et al.,  
SIMD/MIMD architecture by Krishnakumar et al. that applicable for real time computer vision, data and 
task parallel image processing by Christine Nicolescu, pixel parallel processing for fingerprint by Namiko 
Ikeda et al., APIPM (Abstract Parallel Image Processing Machine) by Seinstra and double parallel scheme 
proposed by Yao et al.    

    

 

Input image          Filtered  

 

 

FIGURE 1. Action upon R,G,B by Mythilli and Kavitha  (2011). 

The image processing applications have been applied in food industry years ago. Cheng-Jin Du and 
Da-Wen Sun [23] have mentioned about food quality inspection which involving image processing system 
i.e. image acquisition, image pre-processing, image segmentation, object measurement and image 
classification. Firstly, food products are selected for quality inspection. Using certain technique (Electrical 
Tomography (ET) is most popular), image acquisition is executed relatively fast since this technique feat 
differences in the electrical properties of different materials. Secondly, capturing food images is subject to 
several types of noises which requires NR technique such as pixel and local pre-processing, Thirdly, image 
partition or segmentation is performed with four philosophical methodologies i.e. thresholding based, 
region-based, gradient-based and classification based. The result of segmentation is presented in FIGURE 
2. Fourthly, features are extracted and object is measured. Many extracted features may describe only for 
one object. For example a mushroom can be identified by having extracted features measure for its length, 
width and certain shape descriptor. Lastly, the classification of identified object is determined after 
comparison with database that consists of known objects. Fuzzy and Neural Network had been proposed as 
more advanced classification technique in comparison with traditional classification.  This article has 
strengthen the idea of the NR performance do determine the FE action. 

 

 

FIGURE 2. Image segmentation on a pizza by Du and Sun (2004). 

Saxena et al. [10] suggested interesting technique to parallelize image processing tasks in multicore 
architecture applied in medical imaging. Not only acceleration achieved for image segmentation but also 

Red Filter 

Green Filter 

Blue Filter 

Gain 

Gain 

Gain 
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for NR tasks. The idea of parallel NR is to generate copies of image on client processor before kernels 
activation and four types of filters are adopted i.e. Median filter, Wiener filter, Order statistical filter and 
Min-Max filter. The values of PSNR and MSE will be sent back to the client before deactivation of kernels. 
By doing so, the performance of NR is improved as well as image segmentation and histogram processes. 
The work recorded acceleration by 2.5 times faster. This is a great finding to identify correlation between 
NR and PFE.  

Another parallelization strategy was introduced by Bueno et al. [24]. The applied methodology was 
focusing on executing high resolution data images and bigger than 800MB. Three main tasks was 
employed in this research i.e. contrast analysis, region of interest (ROI) detection and classification. The 
ROI detection and classification is basically functioning as feature extractor upon digital images. However 
parallelization is rather difficult for ROI classification because many data acquires strong dependencies. 
While it is feasible to be applied on ROI detection and contrast analysis, the main solution is to involve 
master processor in handling sub-images sent by clients. The process was ended while master processor 
successfully compiled its partial result and store overall result into local database. Figure 3 depicts the main 
solution proposed by this paper.  

 

FIGURE 3. Solving data dependencies in parallel environment by Bueno (2012). 

In July 2013, Philip and Omotosho [25] introduced a very focus research about image processing 
techniques for reducing noises that helpful for object identification and feature extraction applied on 
underwater images that suffer from Speckle noise, impulse noise and Gaussian noise. This research 
proposed two stages of noise reduction by name LPG – PCA techniques. LPG stands for Local Pixel Group 
and PCA stands for Principle Component Analysis. Generally, there were two stages of noise removal in 
this technique which noisy images was sent out to LPG and PCA at first. The technique then transform a 
set of correlated values to linearly uncorrelated variables and these variables will be passed to PCA again. 
The output of less noisy image is produced and ready for object identification or/and feature extraction. 
FIGURE 4 below is the comparison of noisy and less noisy images after LPG-PCA implementation.  
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FIGURE 4. Noisy image (above) and less noisy image (bottom) after LPG-PCA technique 
by Philip and Omotosho (2013). 

 
FINDING CORRELATION BETWEEN  

FE/PFE AND NR APPROACHES 
 

The association between FE/PFE and NR approaches have been clearly identified, stated, 
experimented and proofed by previous researches. Since the NR approaches are executed earlier that 
FE/PFE in image processing system, the filter plays important roles in NR approaches to ensure the 
enhanced images are sufficiently readable by FE/PFE before it goes to image classifier. Some researches 
have mentioned the best filtering techniques that successfully reduce image noises in which four of them 
are presented in TABLE (2).   

On the other hand, some researchers have exposed their study and implementation of Feature Extractor 
applied in many different fields. The development of feature extractor definitely involves noise reduction 
techniques to enhance the quality of object identification and classification. The summary of this 
information is presented in TABLE (3). By combining data inside TABLE (2) and TABLE (3), a 
framework to find correlation between FE/PFE and NR approaches is satisfied and can be carried out to the 
next implementation stage. This framework is captured at FIGURE (4).  

The best output of the combined two tables is the proposed combination of FE/PFE with NR 
approaches that promises positive feature extraction towards low light intensity images. The proposed 
combination is presented at TABLE (5).  In this paper, the Knowledge Based Reasoning (KBR) is also 
reviewed and used as tool to evaluate the statements carried out by the literatures to strengthen the positive 
correlation of FE/PFE and NR approaches. The result of KBR is shown at TABLE (4). The KBR has 
employed some of the proportional logic theories to proof the correctness of correlation between FE/PFE 
and NR approaches by evaluating the researcher’s statements in the literature.  
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TABLE (2). Best filtering techniques from the previous researches. 
No Filtering Techniques Types of Noises Applied Algorithms References 
1 Perona-Malik Filter 

Gabor Filter 
n/a Noise Reduction and Contrast 

Algorithm 
 

Flores et al. [26] 

2 Non Linear Filter Speckle noise 
impulse noise and 
Gaussian noise 

Median filter Algorithm, 
Component Median Filter 
(CMF), 
The Vector Median Filter 
(VMF), Spatial Median Filter 
(SMF), 
Modified Spatial Median Filter 
(MSMF). 
 

Philip and 
Omotosho [25] 

3 Linear Filter 
Non Linear Filter 
Fuzzy Filter 

Impulse / Gaussian 
Noise 

Amplifier Noise 
Shot Noise 

Uniform Noise 
Non-Isotropic Noise 

Speckle Noise 
Periodic Noise 

 

Linear Filter: Linear smoothing 
filter, Adaptive filter 
Non Linear Filter: Median Filter, 
Fuzzy Filter (for edge 
preservation and smoothing) 

Mythili and 
Kavitha [6] 

4 Median Filter 
Wiener Filter 
Gabor Filter 

Salt-Paper Noise 
Marginal Noise 

n/a Farahmand et al. 
[27] 

 
 

TABLE (3). The proposed PFE by previous researches. 
No FE/PFE  Library Or Tools Field Of Application References 

     
1 Gaussian distributed 

model and contrast 
analysis 
 

C with OpenCV 
image processing library using 
MPICH2 on Linux platform 

Change Detection on video Mubasher et al. 
[28] 

2 Feature Extraction Massage Passing Interface Histological images Bueno et al. 
[24] 
 

3 Parallel Processing OpenMP, POSIX Threads, 
MATLAB’s PCT with MDCS, 
MPJ Express  
 

Agriculture Application  
 Fakhri et al. 
[29] 

4 Parallel Vector 
Operator 

C++, OpenGL, Thrust 1.3, and 
CUDA 3.2. Feature 

Sphere and Shock-Channel 
data set 
 

Pagot et al. 
[31] 

5 General Feature 
Extraction 

Open Multiprocessing (OpenMP) 
or Open Computing Language 
(OpenCL), using a general 
purpose GPU and Compute 
Unified Device Architecture 
(CUDA) or OpenCL 
 

Chemical  imaging Finta [30] 

6 Parallel Image 
Segmentation 

MATLAB R2011a and JAVA 
JDK 1.6.0_21, 
64 bit operating system 
 

Medical imaging Saxena et al. 
[10] 

7 Contrast algorithm MATLAB simulator General images Kaur [22] 
 

8 Contrast Image 
transformation 

OpenCV and CUDA General images Olmedo et al. 
[32] 
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TABLE (4). KBR with proportional logic applied to some literatures as examples. 
No References  Deduction Rules 

[18-21] 
Literature Interpretation Result 

     
1 Angadi and Kodabagi [16] 1) Modus Ponen  

 
 
 
2)Hypothetical 
Syllogism  

Noise exists. (N) 
Noises lead to significant 
degradation of images. 
(N→ SG) 
The significant degradation 
affects the feature extraction 
of images. (SG→FE) 
 

1) N 
        N SG  
        =SG 

The significant 
degradation is 

obvious when noise 
exists.  

 
2) N  SG 

SG  FE 
=N  FE 

If noises exist then it 
affects the feature 
extraction tasks 
 

     
2 Bir et al. [14] 1) Modus Ponen 

 
 
 

 
 
 

2) Absorption Law  

Noise exist  (N) 
The FE algorithm exist (FE) 
The FE algorithm is robust 
towards noise.  (N→ FE) 
If poor quality of image exist, 
then false minutiae occur 
(Pq→Fm) 
If false minutiae occur then 
post-processing is required 
(Fm→Pp) 
 

1) N 
        N  FE 
        =FE 
Feature Extraction in 
this research is robust 
towards noises 
 
 
2) FE  (FE  Pp) 
        =FE 
Feature Extraction 
must exist regardless 
any condition and its 
existence has no 
dependencies with 
post-processing task 
 
 
 

3 Noé et al. [12] 1) Disjunctive 
Syllogism 
 
 
 
 
 

2) Conjunction  

Noise robust feature 
extraction exists. (Fn) 
Standard MFCC feature 
extraction algorithm exists. 
(Mf) 
Blind Equalization exists. 
(Be) 
Feature Vector selection 
exists. (Ve) 
 

1) Fn 

Noise robust feature 
extraction is preferable 
than standard  MFCC 
feature extraction 
algorithm
 
 
2) Be 
Blind Equalization and 
Feature Vector 
techniques which 
introduced by this 
paper is more 
preferable than others 
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FIGURE 5. The proposed framework of image processing for low light intensity images.  
 

The proposed framework in FIGURE 5 is showing the steps that need to be carried out to process low 
light intensity images. The required filtering algorithms should be capable to reduce noises found on the 
images before it goes to feature extraction processes. During feature extraction processes there are four 
main steps i.e. image segmentation that basically to segment the images, image representation is the options 
either for boundary or regional representation, image recognition is to assign a label on the identified object 
on images and image classification is to distinguish overall image from others. The image recognition 
process requires descriptors. The descriptors from the image data stored in database are to compare with the 
descriptor from the query. For example a plant species will be comparable with other species based on data 
obtained from the features selection. The closer gap within those descriptors is then selected to appoint the 
query image to be in which class.  

For parallelization, generally the concept involves a master processor and worker processors [24]. 
Each processor loads its image block, carries on several processing tasks and solves independencies by 
using libraries. One of the libraries is MPI. The framework of parallelization can be seen in FIGURE 6 
below.  
 

Low Light Intensity Images 

Noise Reduction Processes Filtering 
Algorithms  

Feature Extraction Processes 

1. Image 
Segmentation 

2. Image 
Representatio
n 

3. Image 
Recognition 

4. Image 
Classification

Image 
Data 
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FIGURE 6. The proposed framework of parallelization adopted from [24]. 

 
TABLE (5). The proposed combination of NR and PFE to be carried out for low light intensity images based on 

previous works. 
No NR Approaces PFE Proposed By 

Previous 
Researches? 

Applied 
to Low 
Light 

Intensity 
Images?  

     
1 Perona-Malik filtering + Gabor 

filters 
 

Contrast Enhancement  
Algorithm and Region 
Segmentation Algorithm  
 

Yes No 

2 Scale-Invariant Feature Transform 
(Sift) +  Speeded Up Robust 
Features (Surf) 
 

Tresholding And Subtraction 
Feature Extraction Algorithm  
 

Yes No 

3 PCA - LPG  Tresholding and Subtraction  Yes Yes  
(Underw

ater 
images) 

 
4 Median filter Image segmentation  Yes No 
     

 
 

CONCLUSION 
 

This paper reviews about NR approaches in its association with FE or PFE processes. This paper also 
attempted to find any correlation between FE/PFE and NR approaches for the purpose of handling noises in 
low light intensity images to support better feature extraction processes. Some previous works suggest 
combination of NR approaches with FE/PFE algorithms and have been tested towards images which have 
same noises found in low light intensity images. Hence, this combination appears to be suitable to carry out 
in the implementation stage. On the other hand, some previous works did not reveal the NR approaches on 
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their FE/PFE applications and vice versa. This gives room for other researches to explore and experiment 
the new combination of NR and FE/PFE in finding best solution for low light intensity images. 
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