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The analysis of customer satisfaction datasets has shown that product-related features fall
into three categories (i.e., basic, performance, and excitement), which affect overall satis-
faction differently. Because the relationship between product features and customer satis-
faction is characterized by non-linearity and asymmetry, feature values are studied to
understand the characteristics of a feature. However, existing methods are computation-
ally expensive and work for ordinal features only. We propose a rule-based method that
can be used to analyze data features regarding various characteristics of customer satisfac-
tion. The inputs for these rules are derived by using a probabilistic feature-selection tech-
nique. In this feature selection method, mutual associations between feature values and
class decisions in a pre-classified database are computed to measure the significance of fea-
ture values. The proposed method can be used for both types of features: ordinal and cat-
egorical. The proposed method is more computationally efficient than previously
recommended methods. We performed experiments on a synthetic dataset with known
characteristics, and our method correctly predicted the characteristics of the dataset. We
also performed experiments with a real-housing dataset. The knowledge extracted from
the dataset by using this method is in agreement with the domain knowledge.

� 2012 Elsevier Inc. All rights reserved.
1. Introduction

Market research is the process of designing, gathering, analyzing, and reporting information that may be used to solve a
specific marketing problem [11]. Market research can help companies understand their customers so that they can modify
their strategy to attract more customers.

Estimating the relationship between product features and customer satisfaction and customer dissatisfaction is funda-
mental to market research. The use of symmetric linear-functional forms is popular in market research [10,17,49]. Symmet-
ric functions assume that both positive and negative performance have equal impacts on customer satisfaction; however, the
current literature [4,31,32] suggests that the relationship between performance and customer satisfaction is in fact charac-
terized by non-linearity and asymmetry.

The three-factor theory of customer satisfaction [24] is gaining popularity in market research problems [4,22,31,44]. The
three-factor structure of customer satisfaction can be described as a combination of the following three factors:

(a) Basic factors – Customers take these basic factors for granted. Although these factors contribute very little towards
customer satisfaction, the absence of these factors ultimately leads to dissatisfaction.
. All rights reserved.
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(b) Performance factors – These factors have both positive and negative effects on customer satisfaction. If they are pro-
vided, these factors positively contribute towards customer satisfaction, and if they are not provided, then these fac-
tors negatively affect customer satisfaction.

(c) Excitement factors – These factors do not contribute towards customer dissatisfaction if they are not provided, but if
they are provided, they positively contribute towards customer satisfaction.

Identifying these features is important so that business managers can set their priorities to maximize customer satisfaction.
The three-factor theory [24] has been applied to different fields, such as web-based learning [27] and price formation [35].

As the amount of data increases, the demand for efficient algorithms to analyse the data also increases. Data mining is
‘‘the nontrivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data’’
[13]. Data mining techniques have been successfully used to address different market research problems [6]. Identifying tar-
get groups for marketing purposes is one of the most common applications of data mining. Association rules [2,3,43], clus-
tering algorithms [14], and finding the k-nearest neighbors [34] are some of the data mining techniques that have been
successfully applied to this problem. Relationship marketing (RM) (also known as customer relationship management
(CRM)) is a ‘‘strategy to attract, retain and enhance customer relationships’’ [5]. The analysis of customer behavior patterns
is an important part of CRM. Berry and Linoff [6] describe data mining techniques for detecting customer behavior patterns.
Several data mining techniques, such as clustering [41,48], analysis of feature values [42], text mining [46], agent-based
models [21], dominance-based rough set approach [29], and concept-based learning [15,16], have been used to analyse cus-
tomer data. However, not many methods are available for identifying the three-factor structure in customer satisfaction. The
methods proposed by Mittal and Kamakura [32], and Sikonja and Vanhoof [42] are very popular for this purpose.

Sikonja and Vanhoof [42] proposed that the three-factor structure problem can be studied by using a feature selection
method, RELIEF [25]. RELIEF [42] computes the importance of feature values by identifying the feature values that have
either a positive or negative effect on overall satisfaction. The terms ‘‘upward reinforcement’’ and ‘‘downward reinforce-
ment’’ were also introduced in the paper [42]. Upward reinforcement defines the increase in probability of the satisfaction
value as the feature values increase. In the same way, downward reinforcement defines the decrease in probability of the
satisfaction value as the feature values decrease. The computation was based on finding contextual information by using
the k-nearest neighbors in each member of a set S of training points. For each point in the set S, n distance calculations
(where n is the number of data points in the dataset) are needed, which makes this process rather slow.

The method proposed by Sikonja and Vanhoof [42] paved the way to analyze customer satisfaction and dissatisfaction
from a different perspective. However, the proposed method worked for ordinal features only and could not handle categor-
ical features, such as color and gender. A qualitative variable Y is considered categorical if its range bears no internal struc-
ture [9]. Thus, for the two categorical feature values x and y, one can only distinguish between two alternatives, x = y and
x – y. Market datasets are often expressed using such categorical features. Paulssen and Sommerfeld [36] proposed the
use of dummy numeric codes to convert from categorical to numeric feature values. However, this process often leads to
a loss in critical information.

The application of a feature selection method for the three-factor theory [42] motivated us to develop a method using a
feature selection technique [1] for identifying the three-factor structure in customer satisfaction data that can overcome the
insufficiencies of the method proposed by Sikonja and Vanhoof [42]. As most of the business managers are not artificial intel-
ligence (AI) experts, it is important to develop a system that is easily understandable to non-AI experts. Rule-based methods
are popular because they are easily interpretable. We propose a rule-based method for the identification of the three-factor
structure of customer satisfaction. The inputs of these rules are generated by using the feature selection method proposed by
Ahmad and Dey [1]. We summarize our contributions in the following points:

(a) Because the proposed method is a rule-based method, the results are easily interpretable by domain experts.
(b) The proposed method is computationally more efficient than the other popular method [42].
(c) The proposed method is more general compared to the other methods [4,31,42] because they can be applied to ordinal

datasets only, whereas the proposed method can be applied to categorical datasets.
(d) The proposed method does not assume any underlying statistical distribution, as do regression methods; hence, it

avoids model-misspecification.

The rest of the paper is organized as follows. In Section 2, we describe some related works. In Section 3, we discuss the
probabilistic method proposed by Ahmad and Dey [1] to compute the significance of feature values and to present the pro-
posed rule-based method. In Section 4, we show the effectiveness of the proposed method by applying it to a synthetic cus-
tomer satisfaction dataset, which is suggested in [42], and to a housing dataset. Section 5 presents our conclusions and
discusses possible future extensions of our work.
2. Related work

Feature selection is an important aspect of data mining that can substantially improve the results. There are different fea-
ture selection techniques that can be used to rate or choose the important features from given data. Blum and Langley [8]
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categorized the feature selection techniques for classification into three basic approaches. In the first approach, the embedded
approach, a basic induction method is used to add or remove features from the concept description space in response to pre-
diction errors on new instances [40]. The second approach, the filtering approach, explores various subsets of features to find
an optimal subset that preserves the classification knowledge [33]. The third approach, the wrapper technique [23], evaluates
alternative feature sets by running an induction algorithm on the training data and by using the estimated accuracy of the
resulting classifier as a metric. Kira and Rendell [25] proposed a different approach for feature selection, the RELIEF algo-
rithm, which weights each feature based on the ability of the feature to distinguish among the classes. The features whose
weights exceed a user-defined threshold are retained as relevant. Kononenko [26] suggested the use of k-nearest neighbors
to increase the reliability of the probability approximation. They also suggested that RELIEF can be extended to work with
multiple sets more efficiently.

Rough set theory [37–39] is a mathematical tool to deal with uncertainty and vagueness of decision systems and this has
been successfully applied to the feature selection problem [7,28,45]. In a rough set framework, a reduct is defined as the min-
imal subset of attributes having the same discernibility power as the original set of attributes. Pawlak and Skowron [38] pro-
posed the use of core, which is the intersection of all reducts as a collection of important features.

Swiniarski and Skowron [45] combined rough set technologies and dimensionality reduction techniques, such as princi-
pal components analysis (PCA), to find the relevant features. Hu et al. [19] developed a simple but efficient feature selection
technique that can work without discretizing the data, which is traditionally required by rough set-based methods. Hu et al.
[20] then proposed a novel information measure that can measure the discernibility power of crisp as well as fuzzy equiv-
alence relations. They further proposed a general definition of significance for nominal, numerical, and fuzzy attributes [20].
The method proposed by Wu [50] handles feature reduction in incomplete information systems where some of the attributes
are non-deterministic (i.e., missing or partially known). More complete reviews of rough set-based feature selection tech-
niques are available elsewhere [45,47].

Studying the importance of feature values in a dataset can provide a different perspective on the data. Contrary to feature
selection, there has been very little research on computing the importance of feature values [42]. This problem is very dif-
ferent from identifying significant features because even an insignificant feature may have some important values, whereas
some values of a significant feature may not be very important. In the next section, we propose a rule-based method for iden-
tifying a three-factor structure in customer satisfaction data.
3. The proposed rule-based method

In this section, we introduce a rule-based method to identify different types of features in customer satisfaction datasets.
The inputs for these rules are created by using a feature selection method [1]. The method computes the significance of fea-
tures by using feature value distributions over different classes.
3.1. Method to compute the significance of feature values

Ahmad and Dey [1] proposed an efficient method to compute the significance of categorical features in a database by
using conditional probabilities. The significance measure proposed in their study is based on the rationale that each feature
value has different associations with different class subsets and that the subset for which the association reaches a maxi-
mum is defined as the support set of the feature value. Additionally, a significant feature is likely to have different support
sets for different feature values, while this may not be so for an insignificant feature. Given a feature value, its relative fre-
quency in different classes is used to measure the feature value-to-class association. We introduce a set of notations and
explain the computations involved as follows:

(a) Let U be the collection of pre-classified data elements. Let the elements of U be members of m different classes, where
m classes are denoted by 1, 2, 3 . . . , m. Let J represent the set of all class labels, i.e., J = {1, 2, 3, . . . , m}.

(b) Let A1, A2, . . . , Ag be the features describing the elements of this dataset.
(c) Let Ar

i denote the rth feature value of the ith feature Ai.
(d) � Ar

i is a generic notation used to denote any value of Ai that is not equal to Ar
i .

(e) Let w be a proper subset of J, w is a subset of class labels. (�w) denotes the subset of labels that are not contained in w.
Thus �w = J � w.

(f) Let p w=Ar
i

� �
denote the probability that the elements of U with ith feature value equal to Ar

i belong to a class contained
in w. This probability can be computed from U by using frequency counts.

(g) Let p � w= � Ar
i

� �
denote the probability that elements not having the ith feature value equal to Ar

i

� �
do not belong to a

class contained in w. In other words, given a feature value Ar
i , p � w= � Ar

i

� �
denotes the probability that the elements

not having the feature value Ar
i belong to the set �w. This can also be computed from U by using frequency counts.

Ahmad and Dey [1] observed that if a feature value is significant, both p w=Ar
i

� �
and p � w= � Ar

i

� �
will be high. This behav-

ior implies that objects with value Ar
i for the ith feature Ai, and objects with values indicated by � Ar

i , would belong to dif-
ferent groups of complementary classes. Because w denotes a proper subset of classes, w can take 2m � 1 different values,
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corresponding to which the quantity p w=Ar
i

� �
þ p � w= � Ar

i

� �
can assume 2m � 1 different values. The quantity

max p w=Ar
i

� �
þ p � w= � Ar

i

� �
� 1

� �
, which corresponds to the maximum of the 2m � 1 values, is termed as the discriminating

power of the feature value Ar
i . The subset w that yields the maximum value is denoted by wr

i .

Definition 3.1.1. The subset w ¼ wr
i , which maximizes the term p w=Ar

i

� �
þ p � w= � Ar

i

� �
� 1

� �
, is termed the support set for

the value Ar
i . Because wr

i yields the maximum value for the above quantity, the support set is said to have the strongest
association among all the possible proper subsets of J to the value Ar

i .
Definition 3.1.2. The quantity #r
i ¼ p wr

i =Ar
i

� �
þ p � wr

i = � Ar
i

� �
� 1 is defined as the discriminating power of feature value Ar

i ,
where wr

i is the support set for the value Ar
i .

A feature value is important if it has a large discriminating power. The value of the discriminating power of a feature value
Ar

i lies between 0 and 1.
Support sets and discriminating powers provide a good visualization for the distinguishing characteristics of the different

feature values. Based on previous discussions and analyses, the following observations can be made about the importance of
feature values within the dataset.

(a) Feature values with similar properties have similar support sets, and feature values with different properties have dif-
ferent support sets.

(b) If two feature values have similar support sets, then the feature value with greater discriminating power is more
significant.

(c) Feature values with insignificant discriminating powers have no effect on the dependent variable.

3.1.1. The algorithm to compute support sets and discriminating powers
Ahmad and Dey [1] proposed an efficient algorithm to compute feature value support sets and discriminating powers.

This algorithm is linear with respect to the number of data points and uses the conditional probabilities of classes co-occur-
ring with various feature values. The significance of a feature is computed as the mean of the discriminating powers of all its
values. The simplicity of the algorithm is derived from the fact that for each value, it checks its association with a particular
class only once and not for each occurrence of it in the power-set of classes. This algorithm is presented in Fig. 1; however,
the computational process to find a support set and a discriminating power is explained by running through an example
dataset, which is presented in Table 1. This toy dataset contains nine elements, described by two categorical features, belong-
ing to three different classes. For feature 1, the possible values are A, B and C; for feature 2, the possible values are a, b and c.
The computations for value A of feature 1 are demonstrated as follows:

Step 1 Compute conditional probabilities p(c/v), where c is a class and v is a feature value. In this case, c varies from 1 to 3,
while v is A; hence,
pð1=AÞ ¼ 3=4; pð1= � AÞ ¼ 1=5:
pð2=AÞ ¼ 1=4; pð2= � AÞ ¼ 2=5:
pð3=AÞ ¼ 0; pð3= � AÞ ¼ 2=5:
Step 2 Find the support sets for the feature values.
Because p(1/A) > p(1/�A), add 1 to the support set of A.
Since p(2/A) < p(2/�A), do not add 2 to support set of A.
Since p(3/A) < p(3/�A), do not add 3 to support set of A.

Thus the support set of the feature value A is {1}. Hence, the discriminating power of the feature value A is given by
pð1=AÞ þ pð� 1= � AÞ � 1 ¼ pð1=AÞ þ ðpð2= � AÞ þ pð3= � AÞÞ � 1:
¼ 3=4þ ð2=5þ 2=5Þ � 1:
¼ 11=20:
3.2. The central idea of the proposed method

We propose a rule-based method for identifying different types of features in customer satisfaction datasets. These rules
are based on support sets and the discriminating powers of feature values.

(a) Basic features – Customers take these basic features for granted. Below the threshold value, these feature values con-
tribute to customer dissatisfaction, whereas above the threshold value, they contribute very little towards customer
satisfaction. For these types of features, low feature values (i.e., below the threshold value) have similar support sets
(consisting of customer dissatisfaction values) and similar discriminating powers, whereas high feature values (i.e.,



Fig. 1. The algorithm to compute the support set and the discriminating power of a feature value [1].

Table 1
An example dataset.

Feature 1 Feature 2 Class

A a 1
A a 1
A b 1
A b 2
B c 2
B c 2
C c 1
C c 3
C c 3
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above the threshold value) have similar support sets (consisting of customer satisfaction values) and similar discrim-
inating powers. In other words, if we find that for a feature, it’s values have only two types of support sets, one with
customer dissatisfaction values and another with customer satisfaction values, we can predict that the feature is a
basic feature. The rule for basic features can be written as follows:
If feature values have only two types of support sets (one with customer dissatisfaction values and another with cus-
tomer satisfaction values),
then the feature is a basic feature.

(b) Performance features – These features have both positive and negative effects on customer satisfaction. As the values of
a performance feature increase, there is a gradual shift in their contribution from strong customer dissatisfaction to
strong customer satisfaction. For a performance feature, different feature values (e.g., strong dissatisfaction values,
weak dissatisfaction values, weak satisfaction values, and strong satisfaction values) have different support sets. In
other words, if feature values have different support sets, we can predict that the feature is a performance feature.
The rule for performance features can be written as follows:
If feature values have different support sets that change gradually from strong dissatisfaction values to strong satis-
faction values,
then the feature is a performance feature.
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(c) Excitement features – For small feature values, these features do not contribute to customer dissatisfaction or customer
satisfaction; however, for large feature values, excitement features contribute only positively towards customer sat-
isfaction. For an excitement feature, some of the feature values have similar support sets that are mixed in nature (i.e.,
consisting of customer dissatisfaction and customer satisfaction values) and these feature values possess low discrim-
inating powers, whereas the remaining feature values have support sets consisting of strong customer satisfaction val-
ues. The rule for the excitement features can be written as follows:
If some of the feature values have similar and mixed support sets with low discriminating powers and the remaining
feature values have support sets with strong customer satisfaction values,
then the feature is an excitement feature.

(d) Random features – These features contribute neither to customer satisfaction nor dissatisfaction. Hence, all the feature
values of these features have similar support sets consisting of customer satisfaction and dissatisfaction values. All the
feature values of these features have low discriminating powers. The rule of the random feature can be written as fol-
lows:
If all the feature values have similar support sets consisting of customer satisfaction and dissatisfaction values and all
the feature values have low discriminating powers,
then the feature is a random feature.

As the proposed rules use the feature selection method [1], which is linear with respect to the number of data points, our
method is more computationally efficient than the method suggested by Sikonja and Vanhoof [42] (their method calculates the k-
nearest neighbors of each member of training points, making the process slow (see Section 1)). Their method works only for
ordinal features, whereas this proposed method works for categorical features; however, it is easy to convert numeric features
to the categorical features by the discretization process, and hence, this method is useful for all types of datasets.

In the next section, we apply our proposed method to study customer satisfaction datasets within a three-factor theoret-
ical framework.
4. Experiments

In this section, we study the effectiveness of our proposed method on a synthetic dataset with known characteristics and
also on a real housing dataset.

Sikonja and Vanhoof [42] presented a synthetic dataset that simulates customer satisfaction. This dataset contains three
significant features, one basic (B), one performance (P), and one excitement (E), where the roles of B, P, and E are similar to
those explained in Section 1. This dataset also contains one random feature (R) and a dependent variable C that denotes cus-
tomer satisfaction. In addition, b(B) denotes the effect of the basic feature on customer satisfaction, p(P) denotes the effect of
the performance feature on customer satisfaction, and e(E) defines the effect of the performance feature on customer satis-
faction. r(R) defines the effect of the random feature on the customer satisfaction value which is set to 0. The values of all the
other features are randomly generated integer values from 1 to 5. Customer satisfaction values were generated by using the
following equation,
C ¼ bðBÞ þ pðPÞ þ eðEÞ þ rðRÞ ð5Þ
where a higher value of C indicates a higher degree of satisfaction.
The functions b, p and e are defined as follows:
bðBÞ ¼ �1; when B <¼ 3
¼ 1; when B > 3

pðPÞ ¼ P � 2:
eðEÞ ¼ 0; when E <¼ 4

¼ 2; when E ¼ 5
These relationships imply that if the basic feature B has a value less than or equal to 3, then it has a negative impact on
satisfaction, whereas feature values 4 and 5 have a positive impact on satisfaction. It may be noted that the impact, positive
or negative, is independent of the actual values of B and only depends on whether or not it is greater than, less than or equal
to 3. The effect of the performance feature P on satisfaction grows positively as P increases; therefore, the relationship with
customer satisfaction is linear. For lower values of P, dissatisfaction exists; however, after P crosses a threshold value (2 in
this case), it has a positive effect on customer satisfaction, and the effect grows linearly as the value of P increases. The
excitement feature E contributes to customer satisfaction only when it occurs with a value 5. Random feature R does not
affect customer satisfaction. For more information on this synthetic dataset, one can refer to [42]. Using the function given
in Eq. (5), we generated 1000 data points, with C varying from �2 to 6. Each feature has values in the range of 1–5. This data-
set was then used to compute support sets and discriminating power values of different feature values by using the condi-
tional probability-based approach [1]. In the next subsection, we show that by using our proposed rules (Section 3.2), one
can capture the above-mentioned behavioral aspects of the features.



Table 2
Support sets of different values of the basic feature B.

Feature value Support set

1 {�2, �1, 0, 1}
2 {�2, �1, 0, 1}
3 {�2, �1, 0, 2}
4 {2, 3, 4, 5, 6}
5 {3, 4, 5, 6}
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4.1. Analysis of results

As the proposed approach does not use the feature value ordering to compute support sets and discrimination powers of
feature values, the data generated above were treated as a categorical dataset. The customer satisfaction values were also
treated as categorical values, with negative values indicating dissatisfaction, positive values indicating satisfaction, and 0
indicating neither of the two. Table 2 presents the support sets obtained for the different values of basic feature B. It can
be observed from Table 2 that the feature values 1, 2 and 3 for B have almost the same support sets, and most of the classes
that belong to these support sets are either negative or zero. For the feature values 4 and 5, we obtained positive values of C
in the support set. This result suggests that the feature values 4 and 5 are more likely to contribute to customer satisfaction,
while the values 1, 2 and 3 are more likely to cause customer dissatisfaction. By computing the discriminating powers of the
two values 4 and 5, the value that contributes more towards satisfaction can be determined. It was found that they had al-
most identical discriminating powers (0.28 for the feature value 4 and 0.30 for the feature value 5). This similarity indicates
that they affect customer satisfaction in almost identical ways. It can be seen that feature values for this feature have two
types of support sets, which is similar to the conditions for a basic feature (Section 3). Hence, one can predict that this is a
basic feature, which matches the known characteristic of the feature.

Sikonja and Vanhoof [42] further computed the effect of feature values in terms of upward and downward reinforcement.
They report that the feature value 4 has a strong upward reinforcement value and that the feature value 3 has a strong down-
ward reinforcement value. It is also possible to extract these characteristics by using the support sets. Support sets for dif-
ferent feature values of B are shown in Fig. 2. It may be observed that as we move from the feature value 3 to the feature
value 4, there is a sudden jump in support set values, from negative to positive classes. This jump shows that the feature
value 4 contributes strongly to the upward movement of customer satisfaction. Similarly, when we move from feature value
4 to 3, there is a sudden drop in support set values from positive to negative. This drop suggests that the feature value 3
contributes strongly to the downward movement of customer satisfaction. Thus, our findings are consistent with the find-
ings of Sikonja and Vanhoof [42] for these feature values.

Table 3 shows the support sets for various values of the performance feature P computed using our approach. It is ob-
served that the feature value 1 has support set (0, �2), the feature value 2 has support set (�1, 1), the feature value 3
has support set (0, 2), the feature value 4 has support set (1, 3, 5) and the feature value 5 has support set (2, 4, 6). All the
feature values have different support sets, and these support sets change gradually from strong dissatisfaction values to
strong satisfaction values. This characteristic is similar to the conditions for a performance feature. Hence, based on our pro-
posed rule-based method, this feature can be identified as a performance feature, and thus, our prediction matches the char-
acteristic of the performance feature.

For the performance feature P, Sikonja and Vanhoof [38] report that the strongest upward reinforcement is observed for
the feature value 3. Upward reinforcements for feature values 4 and 5 are also strong. The feature value 2 is reported to have
Fig. 2. Feature value vs. support sets graph for the basic feature B.



Table 3
Support sets of different values of the performance feature P.

Feature value Support set

1 {0, �2}
2 {1, �1}
3 {1, 2}
4 {1, 3, 5}
5 {2, 4, 6}

Fig. 3. Feature value vs. support sets graph for the performance feature P.
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the strongest downward reinforcement, and feature values 3 and 4 also show strong downward reinforcements. Support sets
of different feature values are also presented in Fig. 3. As we move from the feature value 2 to 3, the behavior of the support
set changes from a mixed support set to all positive values for customer satisfaction, which justifies the strongest upward
reinforcement for the feature value 3. As we move to the feature value 4 from 3, it is observed that the behavior of the sup-
port sets remains identical, i.e., both values are indicative of customer satisfaction only. However, the actual values in these
support sets shift to the more positive side, thus indicating a stronger upward reinforcement power for the feature value 4.
Similar observations can be made for the feature value 5, which also shows a strong upward reinforcement. As we move in
the opposite direction, from the feature value 5 to 4, the class values in the support set decrease. This decrement explains the
downward reinforcement nature for the feature value 4. As we move from the feature value 3 to 2, the behavior of the sup-
port set changes from all positive classes to mixed classes, which indicates that the feature value 2 has the strongest down-
ward reinforcement. All the observations are in agreement with those of Sikonja and Vanhoof [42].

Table 4 presents support sets for different values of the excitement feature E. For the feature values 1 to 4, the support sets
are almost similar, but as the values change from 4 to 5, the character of the support set changes. Moreover, the discrimi-
nating powers of all the feature values from 1 to 4 are very low (less than 0.1). Most of the feature values of this feature have
similar and mixed support sets, and the discriminating powers of these features are low. However, the feature value 5 has a
support set consisting of strong satisfaction values. These conditions are similar to the rules for an excitement feature. Hence,
based on our proposed rule-based method, this feature is identified as an excitement feature, which matches the character-
istics of this feature.

Fig. 4 shows that there is a sudden jump in satisfaction values in the support set for the feature value 5, indicating that the
value 5 contributes strongly to customer satisfaction. Conversely, a move from the feature value 5 (the support set with po-
sitive values) to 4 (the support set with mixed values) exhibits a strong downward force, showing that the feature value 4
contributes strongly to the lower values of customer satisfaction. These observations are consistent with the findings of Si-
konja and Vanhoof [42]. Table 5 and Fig. 5 show the support sets for values of the random feature R. All the feature values of R
have similar support sets consisting of both positive and negative values of customer satisfaction. The discriminating powers
of all the feature values are very low, ranging from 0.01 to 0.05. These observations follow the conditions for a random fea-
ture. Hence, on the basis of our rule-based method, one may predict correctly the category of this random feature. As these
Table 4
Support sets of different values of the excitement feature E.

Feature value Support set

1 {�2, �1, 0, 1}
2 {�2, �1, 0, 1, 2}
3 {�2, �1, 0, 2}
4 {�2, �1, 0, 1}
5 {3, 4, 5, 6}



Fig. 4. Feature value vs. support sets graph for the excitement feature E.

Table 5
Support sets of different values of the random feature R.

Feature value Support set

1 {�2, �1, 1, 5, 6}
2 {�2, �1, 2, 4}
3 {�2, �1, 0, 3, 4}
4 {�2, �1, 1, 4}
5 {�2, �1, 0, 5}
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feature values have very low discriminating powers, these values have negligible effect on customer satisfaction. Sikonja and
Vanhoof [42] report similar findings of very small upward reinforcement and downward reinforcement for all the feature
values.

This analysis suggests that by using our rule-based method, we can predict the behavior of different features in a cus-
tomer satisfaction dataset. In the next subsection, we present our results on a real housing dataset.

4.2. Experiments on a real housing dataset

We report the performance of our approach using a Boston housing dataset. These data are taken from UCI’s machine
learning repository (www.ics.uci.edu/�mlearn/MLRepository.html). The dataset has 1 binary feature and 12 continuous fea-
tures. Information about these features is presented in Table 6. The task associated to this dataset was to predict the prices of
houses. Homburg et al. suggested [18] that customer satisfaction has a strong positive association to the price a customer is
willing to pay for a house. Thus, the price can be treated as a measure of customer satisfaction. In this case, there is no ex-
plicit measure of dissatisfaction. The low price of a house may be assumed to be due to dissatisfaction. All continuous fea-
tures, including price, are converted into integer-valued features (feature values 1–5) by using equal-width discretization.

Support sets for various feature values are presented in Table 7. One can predict the nature of these features on the basis
of the rules proposed in Section 3.2. On the basis of these rules, it was concluded that the per-capita crime rate by town, lower
socioeconomic status of the population and proportion of African–Americans by town, are basic features (Table 8). Interestingly,
all these features are generic social features associated with a neighborhood, whereas the rest of the features are related to
individual house characteristics (such as full-value property-tax) or facilities proximal to the house (such as pupil-teacher ratio
Fig. 5. Feature values vs. support sets graph for the random feature R.

http://www.ics.uci.edu/~mlearn/MLRepository.html
http://www.ics.uci.edu/~mlearn/MLRepository.html


Table 6
The housing dataset features information.

No. Feature description

1 Per capita crime rate by town
2 Proportion of residential land zoned for lots over 25,000 sq.ft.
3 Proportion of non-retail business acres per town
4 Charles River dummy variable (= 2 if tract bounds river, and 1 otherwise)
5 Nitric-oxide concentration (parts per 10 million)
6 Average number of rooms per dwelling
7 Proportion of owner-occupied units built prior to 1940
8 Weighted distances to five Boston employment centers
9 Index of accessibility to radial highways

10 Full-value property tax rate per $10,000
11 Pupil-teacher ratio by town
12 1000(AA – 0.63)^2 where AA is the proportion of Afro-American by town
13 % Lower socioeconomic status of the population

Table 7
Support sets of different feature values for the housing dataset. Each row presents a feature and each column presents a feature value.

FeaturenFeature values 1 2 3 4 5

1 {2, 3, 4, 5} {1} {1} {1} {1}
2 {1, 2} {3, 4, 5} {3, 4} {3, 4} {3, 4, 5}
3 {3, 4, 5} {2, 3} {2, 3} {1, 2} {1, 2}
4 {1, 2, 3} {4, 5}
5 {3, 4, 5} {2, 3} {2, 1} {1} {1, 2}
6 {1} {1, 2} {2, 3} {3, 4, 5} {4, 5}
7 {3, 4, 5} {3, 4, 5} {2, 3, 4} {2, 3, 5} {1, 2}
8 {1, 2, 5} {3, 4} {2, 3, 4} {3, 4} {2, 3}
9 {2, 3} {2, 3} {3, 4} {4, 5} {1}

10 {3, 4, 5} {2, 3} {2, 4, 5} {1}
11 {4, 5} {2, 3, 4} {2, 3, 4} {2, 3} {1, 2}
12 {1} {1} {1, 3} {1, 2} {2, 3, 4, 5}
13 {3, 4, 5} {2} {1, 2} {1} {1}
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by town). Social features play a very important role in house valuation. A study [30] has suggested that houses are highly
discounted in high crime areas and that neighborhood poverty also reduces the price of a house. This effect can be seen
as a ‘‘peer group effect’’ [12] as people belonging to same economic class tend to live in the same localities.

The proportion of non-retail business acres per town, nitric-oxides concentration, the average number of rooms per dwelling
and full-value property-tax rate are identified as performance features (Table 8). Other than the feature proportion of non-retail
business acres per town, all the features are related to individual house characteristics. In general, people tend to pay more for
bigger houses, and a higher tax rate has an adverse effect on the house price.

The features proportion of residential land zoned for lots over 25,000 sq.ft., proportion of owner-occupied units built prior to
1940, index of accessibility to radial highways and pupil-teacher ratio by town (Table 8) are found to be excitement features
according to our model. These features may be viewed as descriptors of facilities proximal to a house.

Generally, in any real dataset, some features show mixed patterns and cannot be characterized completely into one cat-
egory of the three-factor approach [42]. A similar behavior is also observed with some features in this dataset. For example,
for the feature index of accessibility to radial highways, there is initially a steady increase of house prices with a rise in feature
values. However, for very large values, there is a sharp decrease in the price.
Table 8
Characteristics of different features of the housing dataset obtained by our proposed method.

The type of features Features Comments

Basic 1, 12, 13 Values should be very high for better price⁄⁄⁄

Performance 3, 5, 6, 10⁄ Low values relates to low prices. Steadily increase in prices with values⁄⁄⁄

Excitement 2, 7, 9⁄⁄, 11 These values do not contribute to low prices⁄⁄⁄

Random 8 No relationship between feature values and prices

⁄ Generally increasing, the support set of the feature value 3 does not follow the trend.
⁄⁄ The very large value leads to the sharp decrease in the price.
⁄⁄⁄ Low values and high values are different for different features as some features have negative correlations, whereas some features have positive
correlations. For example, for the crime feature, the feature value 1 presents a large positive effect. Attribute 4 has only 2 values, it is not included in this
categorization.
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Our results suggest that the physical nature is different for different types of features: basic (neighborhood), performance
(individual house characteristics) and excitement (facilities proximal to the house). More insights into the causes and effects
of these relationships may be elucidated by domain experts. However, the proposed model characterized these features
accurately, even without any domain knowledge, thus showing the effectiveness of our proposed rule-based method.

Our method could be utilized to assess the accuracy of housing prices based on the nature of different feature values. For
example, on the one hand, one may concentrate only on low values of basic features to find a house that is not highly priced.
On the other hand, while inquiring about a high-valued house, one should evaluate performance features and excitement
features because the high values of these features would indicate a good investment.
5. Conclusion

It has been established that in market research, knowing which feature values contribute to customer satisfaction and
customer dissatisfaction and in what way they influence customer behavior is crucial. Market managers and practitioners
will be able to make better decisions if they have a better understanding of customer satisfaction data. In this paper, we have
presented a rule-based method to analyse the behavior of features in customer satisfaction. The inputs for these rules were
created by using a probabilistic feature selection method that computes the support set and discriminating power for each
feature value. In general, this method can help business managers identify the critical factors in customer satisfaction survey
data so that business managers can make data-informed decisions about how to best allocate limited resources to attain the
highest degree of customer satisfaction. Our proposed method is computationally efficient and can handle all types of fea-
tures. The proposed approach was applied on a synthetic customer satisfaction dataset for which the feature characteristics
had previously been established. The results suggest that our proposed method successfully extracted these characteristics
from the dataset. We also performed experiments on a real housing dataset. The characteristics of the data obtained by our
proposed method match the domain knowledge, which shows the effectiveness of our proposed method on the real housing
dataset. The datasets used in this paper were non-categorical but were treated as categorical; in the future we will apply this
method to purely categorical customer satisfaction datasets. We will also apply our method to study customer satisfaction
for different products and services.
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